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Logistics
• Mid-quarter evaluation! https://forms.gle/R8vpmu9mCziupiYR9
• Piazza + course staff email have a much shorter response time 

than to Chip's personal email
• Feel free to email us for 1:1s

https://forms.gle/R8vpmu9mCziupiYR9


How can ML systems fail?



Pre-Mortem Breakout Exercise
• 5 minutes
• About to deploy a mobile phone app that allows users to take picture 

of food and tells them what food category it is.
• Great performance on test set.
• If the system fails, what might be the most likely cause?



How can ML systems fail?

Model Failure
Deliberate System Abuse Resource Overload

Excessive Latency Poor Security Downtime/Crashing



How can ML systems fail?



How ML Breaks

https://www.youtube.com/watch?v=hBMHohkRgAA&ab_channel=USENIX


How ML Breaks

https://www.youtube.com/watch?v=hBMHohkRgAA&ab_channel=USENIX


Hidden Technical Debt

Source: https://papers.nips.cc/paper/2015/file/86df7dcfd896fcaf2674f757a2463eba-Paper.pdf

https://papers.nips.cc/paper/2015/file/86df7dcfd896fcaf2674f757a2463eba-Paper.pdf


Monitoring: tracking statistics about a 
ML system to understand its environment 
and behavior.



Monitoring is post-production testing.
(link)

https://copyconstruct.medium.com/testing-microservices-the-sane-way-9bb31d158c16


Maintenance: updating a deployed 
machine learning system to improve 
performance or correct for failure.



Monitoring and Maintenance: collection of 
techniques and protocols for managing a deployed 
ML system to detect and correct system failures or 
improve overall system performance.
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Monitoring Overview



Something Happened! What Do I Do?
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Not Important Extremely Important

Doesn't Need Attention

Someone Should Fix This

Phone the owner now!
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Monitoring System 
Infrastructure
Securing the Foundations!



The Factory Analogy

Data Results/InsightsYour Machine Learning System



Monitoring System Infrastructure

Is the foundation strong?



Monitoring System Infrastructure

Am I meeting uptime requirements?

Am I prepared if a code dependency changes?

Am I servicing requests quickly enough?

Am I making reasonable demands on my
system's resources?



Likely Done For You: Monitoring Compute 
Resources



Azure Monitor
Source: https://docs.microsoft.com/en-us/azure/azure-monitor/overview

https://docs.microsoft.com/en-us/azure/azure-monitor/overview


Google Cloud Dashboard
Source: https://medium.com/@piyushgoel997/setting-up-a-google-cloud-instance-for-deep-learning-
d182256cb894

https://medium.com/@piyushgoel997/setting-up-a-google-cloud-instance-for-deep-learning-d182256cb894


Amazon Cloudwatch
Source: 
https://docs.aws.amazon.com/AmazonCloudWatch/latest/monitoring/US_SingleMetricPerInstance.html

https://docs.aws.amazon.com/AmazonCloudWatch/latest/monitoring/US_SingleMetricPerInstance.html


The Low-Hanging Fruit: Uptime and 
Latency

Hi, are you 
open?

Please leave a 
message at the tone.

*beeeep*

To check uptime and latency, query the application:
• Query responses (e.g. 200 vs. 404) can be indicative of 

downtime.
• Timing decorators within the application can calculate 

and log latency associated with incoming requests.



Getting Trickier: Depending on 
Dependencies

Supplier
Machinery a

nd EquipmentWe now only 
ship newfangled 

gizmos.

@&#$#@!! Now 
we have to re-work 
the entire assembly 

line!

To avoid dependency pitfalls:
• Know your dependencies; subscribe to updates for the 

most critical ones.
• Use tools like GitHub's Dependabot to monitor and track 

dependency changes.
• Don't rely on upstream teams to catch dependency 

changes - they might not!



Dependabot: An Overview

Source: https://dependabot.com/#how-it-works

https://dependabot.com/


Logging: A Brief Detour



Logging is Boring.
Until something bad happens!

2021-02-26 20:43:20,606:INFO: Average reward: -797.83 +/- 12.48
2021-02-26 20:43:42,931:INFO: Average reward: -1711.11 +/- 12.19
2021-02-26 20:44:06,407:INFO: Average reward: -597.93 +/- 11.77
2021-02-26 20:44:30,793:INFO: Average reward: -526.05 +/- 10.65
2021-02-26 20:44:54,532:INFO: Average reward: -520.63 +/- 9.34
2021-02-26 20:45:16,747:INFO: Average reward: -490.96 +/- 8.59
2021-02-26 20:45:39,303:INFO: Average reward: -481.73 +/- 10.87
2021-02-26 20:46:02,442:INFO: Average reward: -436.28 +/- 9.00
2021-02-26 20:46:25,954:INFO: Average reward: -397.38 +/- 8.43
2021-02-26 20:46:47,760:INFO: Average reward: -381.99 +/- 9.54
2021-02-26 20:47:09,469:INFO: Average reward: -360.61 +/- 6.53
2021-02-26 20:47:31,090:INFO: Average reward: -311.84 +/- 9.66
2021-02-26 20:47:52,830:INFO: Average reward: -309.95 +/- 9.82
2021-02-26 20:48:14,528:INFO: Average reward: -302.66 +/- 7.78
2021-02-26 20:48:36,235:INFO: Average reward: -250.24 +/- 8.08
2021-02-26 20:48:57,937:INFO: Average reward: -248.25 +/- 7.18
2021-02-26 20:49:19,612:INFO: Average reward: -236.26 +/- 8.92
2021-02-26 20:49:41,453:INFO: Average reward: -205.36 +/- 8.15
2021-02-26 20:50:03,778:INFO: Average reward: -200.46 +/- 6.70
2021-02-26 20:50:25,548:INFO: Average reward: -191.66 +/- 7.23
2021-02-26 20:50:47,243:INFO: Average reward: -166.35 +/- 7.43
2021-02-26 20:51:09,027:INFO: Average reward: -179.22 +/- 6.84
2021-02-26 20:51:31,219:INFO: Average reward: -172.91 +/- 7.29
2021-02-26 20:51:53,212:INFO: Average reward: -156.50 +/- 5.60
2021-02-26 20:52:16,895:INFO: Average reward: -138.76 +/- 6.76
2021-02-26 20:43:20,606:INFO: Average reward: -797.83 +/- 12.48
2021-02-26 20:43:42,931:INFO: Average reward: -1711.11 +/- 12.19
2021-02-26 20:44:06,407:INFO: Average reward: -597.93 +/- 11.77
2021-02-26 20:44:30,793:INFO: Average reward: -526.05 +/- 10.65
2021-02-26 20:44:54,532:INFO: Average reward: -520.63 +/- 9.34
2021-02-26 20:45:16,747:INFO: Average reward: -490.96 +/- 8.59
2021-02-26 20:45:39,303:INFO: Average reward: -481.73 +/- 10.87
2021-02-26 20:46:02,442:INFO: Average reward: -436.28 +/- 9.00
2021-02-26 20:46:25,954:INFO: Average reward: -397.38 +/- 8.43
2021-02-26 20:46:47,760:INFO: Average reward: -381.99 +/- 9.54
2021-02-26 20:47:09,469:INFO: Average reward: -360.61 +/- 6.53
2021-02-26 20:47:31,090:INFO: Average reward: -311.84 +/- 9.66
2021-02-26 20:47:52,830:INFO: Average reward: -309.95 +/- 9.82
2021-02-26 20:48:14,528:INFO: Average reward: -302.66 +/- 7.78
2021-02-26 20:48:36,235:INFO: Average reward: -250.24 +/- 8.08
2021-02-26 20:48:36,235:INFO: Average reward: -250.24 +/- 8.08



Why Does Logging Matter?
• When things break, you must be able to look over what 

happened.

"Those who cannot remember the 
past are  condemned to repeat it."

Auditing and Compliance
Requirements



A Logging Tutorial in 6 Lines of Code
import logging
logging.basicConfig(filename="example.log",

encoding="utf-8", level=logging.DEBUG)
logging.debug("This message should go to the log file")
logging.info("So should this")
logging.warning("And this, too")
logging.error("And non-ASCII stuff, too, like Øresund and Malmö")

1
2

3
4
5
6

DEBUG:root:This message should go to the log file 
INFO:root:So should this 
WARNING:root:And this, too 
ERROR:root:And non-ASCII stuff, too, like Øresund and Malmö

File: example.log

Source: https://docs.python.org/3/howto/logging.html

https://docs.python.org/3/howto/logging.html


Logger object

import logging
model_logger = logging.get_logger("Modeling service")
model_logger.debug(f"Input {input}")
model_logger.info("Start training …")
model_logger.warning("Sequence longer than 512 tokens. You 
might want to truncate it.")
model_logger.error(f"File {filename} doesn't exist")
model_logger.critical("99% memory used. Will likely be OOM.")

1
2
3
4
5

6
7

Logs for different services/applications
• Sent to different destinations
• Easier to search/filter



Logger object: levels

import logging
model_logger = logging.get_logger("Modeling service")
model_logger.debug(f"Input {input}")
model_logger.info("Start training …")
model_logger.warning("Sequence longer than 512 tokens. You 
might want to truncate it.")
model_logger.error(f"File {filename} doesn't exist")
model_logger.critical("99% memory used. Will likely be OOM.")

1
2
3
4
5

6
7

Logs for different services/application s
• Sent to different destinations
• Easier to search/filter

More 
severe



Logger object: levels

import logging
model_logger = logging.get_logger("Modeling service")
model_logger.setLevel("WARNING")
model_logger.debug(f"Input {input}")
model_logger.info("Start training …")
model_logger.warning("Sequence longer than 512 tokens. You 
might want to truncate it.")
model_logger.error(f"File {filename} doesn't exist")
model_logger.critical("99% memory used. Will likely be OOM.")

1
2
3
4
5
6

7
8

Set level of severeness:
• Logs less severe won't be shown

More 
severe



What Should You Be Logging?

Source: https://eugeneyan.com/writing/practical-guide-to-maintaining-machine-learning/

More than you might think.

Input data

Date/time

Output prediction

True label (if available)

Which model you're running

Current model hyperparameters.

Threshold to convert probabilities
to binary.

Historical data used as training data.

How long model has been
in production (date/time).

Min/max/average serving times.

Number of requests
served by the model.

https://eugeneyan.com/writing/practical-guide-to-maintaining-machine-learning/
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Monitoring Data Pipelines

Data Validation Data Dependencies Data Distribution



Data Validation Starts with 
UX.



Please Enter Your Age



Please Enter Your Age

I'm 23 years old.

age = float(input("Please Enter Your Age: "))



Please Enter Your Age

I'm 23 years old.
Please enter a valid age.



Please Enter Your Age

NaN

age = float(input("Please Enter Your Age: "))



Please Enter Your Age

NaN
Please enter a valid age.



The Low Hanging Fruit: Basic Data 
Validation

Correct Data Structure No NaNs in the Data



Please Enter Your Age

Realistically, ages fall 
between 0 and 130.



Please Enter Your Age

−3.1415926525



Please Enter Your Age

−3.1415926525
Please enter a valid age.



Please Enter Your Age

329



Please Enter Your Age

Please enter a valid age.

329



The Low Hanging Fruit: Basic Data 
Validation

Correct Data Structure No NaNs in the Data

🤔
Basic Semantic Validation

Tools like pydantic are awesome for this!

https://pydantic-docs.helpmanual.io/


A Little Trickier: Statistical Guarantees on 
Dataset Shift

T-Test ANOVA

• How can I know whether I'm experiencing dataset shift?

scipy.stats.ttest_ind(a, b, axis=0,
equal_var=True, nan_policy='propagate'
, alternative='two-sided')

scipy.stats.f_oneway(*args, axis=0)

• Each test returns a statistic (either t, or F), and a p-value.
• Assumptions
• Normally distributed data
• IID samples
• Homogeneity of variance



Very Fancy: Statistical Data Validation

Source: https://arxiv.org/pdf/1703.00410.pdf

https://arxiv.org/pdf/1703.00410.pdf


Track Data Dependencies for Instability

Source: https://papers.nips.cc/paper/2015/file/86df7dcfd896fcaf2674f757a2463eba-Paper.pdf

Data Results/InsightsYour Machine Learning System

https://papers.nips.cc/paper/2015/file/86df7dcfd896fcaf2674f757a2463eba-Paper.pdf


Managing Unstable Data Dependencies

Source: https://papers.nips.cc/paper/2015/file/86df7dcfd896fcaf2674f757a2463eba-
Paper.pdf

Data Results/InsightsYour Machine Learning SystemProcessing

Problem: instability in input.
• Explicit – pre-processing procedure might 

change.
• Implicit – signal comes from ML model that 

changes over time.

Solution: input system versioning.
• Retain a frozen version of the processing 

model, so that it cannot change.
• Vet updates to the frozen version so that 

your system is ready for changes.

https://papers.nips.cc/paper/2015/file/86df7dcfd896fcaf2674f757a2463eba-Paper.pdf


Managing Underutilized Data 
Dependencies

Source: https://papers.nips.cc/paper/2015/file/86df7dcfd896fcaf2674f757a2463eba-
Paper.pdf

Data Results/InsightsYour Machine Learning SystemProcessing

Problem: some input signals don't improve 
the model.
• Legacy features, bundled features, 

correlated features, .
• Make ML system unnecessarily vulnerable.

Solution: data dependency pruning.
• Detect by leave-one-out evaluations.

https://papers.nips.cc/paper/2015/file/86df7dcfd896fcaf2674f757a2463eba-Paper.pdf
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Monitoring Model 
Performance



The Basics: Monitoring Output 
Performance Statistics

Ground Truth

Is my model getting the right answer?

Data Results/InsightsYour Machine Learning System



The Basics: Monitoring the Output 
Distribution

Data Results/InsightsYour Machine Learning System

Didn't we just talk about distribution shift?



The Basics: Monitoring the Output 
Distribution

Data Results/InsightsYour Machine Learning System

Monitor "distance" between label 
distribution with ground-truth distribution.

Monitor changes in the label distribution if 
you have an established data 
flywheel/retraining procedure.



Getting More Advanced: Model Auditing 
and Interpretability

Source: https://www.nature.com/articles/nature21056.pdf

https://www.nature.com/articles/nature21056.pdf


Getting More Advanced: Model Auditing 
and Interpretability

Source: https://www.nature.com/articles/nature21056.pdf

Is this skin lesion benign or malignant?

https://www.nature.com/articles/nature21056.pdf


Getting More Advanced: Model Auditing 
and Interpretability

Source: https://www.nature.com/articles/nature21056.pdf

That lesion is 
harmless!

He's on 
death's door!

https://www.nature.com/articles/nature21056.pdf


Reasoning Matters.



Can We Obtain Explanations from 
Models?

Source: https://www.nature.com/articles/nature21056.pdf

That lesion is 
harmless!

He's on 
death's door!

https://www.nature.com/articles/nature21056.pdf


A Trivial Case: Linear Models

𝑦 = #𝑤!𝜙!(𝑥)

The colour of the 
lesion led us to 
believe it was 

benign.

The size indicates 
it might be 
malignant.



A Less Trivial Case: Deep Models

Huh? How do I 
read that?

Beats me, Bob. 
Let's go get a 

drink.

Source: https://www.researchgate.net/publication/338087022_Object_Detection_and_Classification_
of_Metal_Polishing_Shaft_Surface_Defects_Based_on_Convolutional_Neural_Network_Deep_Learning

https://www.researchgate.net/publication/338087022_Object_Detection_and_Classification_of_Metal_Polishing_Shaft_Surface_Defects_Based_on_Convolutional_Neural_Network_Deep_Learning
https://www.researchgate.net/publication/338087022_Object_Detection_and_Classification_of_Metal_Polishing_Shaft_Surface_Defects_Based_on_Convolutional_Neural_Network_Deep_Learning


Source: https://arxiv.org/pdf/1602.04938.pdf

https://arxiv.org/pdf/1602.04938.pdf


LIME: An Overview
• Learn an interpretable model locally around the prediction.
• Local surrogate model: interpretable model, must be good local 

approximation, does not need to be good global approximation.

• 𝑓 is opaque model; 𝑔 is interpretable model; 𝜋!(𝑧) is a proximity 
measure between 𝑥, 𝑧; Ω 𝑔 measure of complexity.

𝜉 𝑥 = argmin
! ∈#

𝐿 𝑓, 𝑔, 𝜋$ + Ω(𝑔)

Source: https://arxiv.org/pdf/1602.04938.pdf

https://arxiv.org/pdf/1602.04938.pdf


LIME: An Overview

Source: https://arxiv.org/pdf/1602.04938.pdf

https://arxiv.org/pdf/1602.04938.pdf


LIME: An Overview

Source: https://arxiv.org/pdf/1602.04938.pdf

https://arxiv.org/pdf/1602.04938.pdf


SHAP: Bringing it All Together

Source: https://arxiv.org/pdf/1705.07874.pdf

https://arxiv.org/pdf/1705.07874.pdf


SHAP: An Overview
• Additive Feature Attribution Methods.

• Required Properties:
• Local accuracy (estimator is faithful to the local model).
• Missingness (constrain features to zero if they have no impact).
• Consistency

• Only one possible explanation model 𝑔 is an additive feature 
attribution model with these requirements.

Source: https://arxiv.org/pdf/1705.07874.pdf

𝑔 𝑧% = 𝜙& + 5
'()

*

𝜙'𝑧'′

https://arxiv.org/pdf/1705.07874.pdf


SHAP: An Overview

Source: https://arxiv.org/pdf/1705.07874.pdf

https://arxiv.org/pdf/1705.07874.pdf


SHAP: An Overview

Source: https://github.com/slundberg/shap

https://github.com/slundberg/shap
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The Maintenance Cycle



The Maintenance Cycle

Monitor Model

Train model

Offline Evaluation

Online Evaluation



Performance Validation

Why are you deploying a new model?

Dataset drift / 
Poor slice performance?

Latency concerns?

More powerful/expressive architecture?

Compute concerns?

Judiciously choose your validation 
hold-out set to meet your objectives.

Source: https://eugeneyan.com/writing/practical-guide-to-maintaining-machine-learning/

https://eugeneyan.com/writing/practical-guide-to-maintaining-machine-learning/


Shadow Release

Data Results/Insights for UsersYour Old Machine Learning Model

Your New Machine Learning Model Log Results from New Model

Latency?
Stability?
Error Rate?
False Positives/Negatives?
Precision/Recall?
etc.



Monitor Model Health

Build in rollback capacity if 
anything goes wrong.

Actively pursue simplicity.
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Dashboard Demo



Prizes!



Thank You!


